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SUMMARY

The aim of this paper is to establish the in�uence of a non-symmetric perturbation for a symmetric
hemivariational eigenvalue inequality with constraints. The original problem was studied by Goeleven
et al. (Math. Methods Appl. Sci. 1997; 20:548) who deduced the existence of in�nitely many solutions
for the symmetric case. In this paper it is shown that the number of solutions of the perturbed problem
becomes larger and larger if the perturbation tends to zero with respect to a natural topology. The ap-
proach relies on topological methods in non-smooth critical point theory leading to this new multiplicity
information. Copyright ? 2003 John Wiley & Sons, Ltd.
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essential value

1. INTRODUCTION AND THE MAIN RESULT

The study of variational inequality problems began around 1965 with the pioneering works
of Fichera [1], Lions and Stampacchia [2]. The connection of the theory of variational in-
equalities with the notion of subdi�erentiability of convex analysis was achieved by Moreau
(see Reference [3]) who introduced the notion of convex superpotential which permitted the
formulation and the solving of a wide ranging class of complicated problems in mechanics
and engineering which could not until then be treated correctly by the methods of classical
bilateral mechanics. All the inequality problems studied to the middle of the ninth decade
were related to convex energy functions and therefore were �rmly linked with the notion
of monotonicity; for instance, only monotone, possibly multivalued, boundary conditions and
stress–strain laws could be studied. In order to overcome this limitation, Panagiotopoulos
introduced in [4–6] the notion of non-convex superpotential by using the generalized gradi-
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ent of Clarke [7]. Due to the lack of convexity new types of variational expressions were
obtained. These are the so-called hemivariational inequalities and they are no longer con-
nected with monotonicity. Generally speaking, mechanical problems involving non-monotone,
possibly multivalued stress–strain laws or boundary conditions derived by non-convex super-
potentials lead to hemivariational inequalities (see References [4–6,8–10]). Moreover, while
in the convex case the static variational inequalities generally give rise to minimisation prob-
lems for the potential or the complementary energy, in the non-convex case the problem
of substationarity of the potential or the complementary energy at an equilibrium position
emerges.
For a comprehensive treatment of the hemivariational inequality problems we refer to the

monographs Panagiotopoulos [8,9], Motreanu-Panagiotopoulos [11] and Naniewicz-
Panagiotopoulos [12].
Throughout this paper V will denote a real Hilbert space which is densely and compactly

imbedded in Lp(�;RN ), for some 1¡p¡∞ and N¿1, where � is a bounded domain in
Rm, m¿1. Denote by ‖·‖ the norm on V and by (· ; ·) the corresponding inner product. Let
a :V ×V →R be a continuous, symmetric and bilinear form, not necessarily coercive. We
denote by A :V →V the self-adjoint bounded linear operator corresponding to a, i.e.

(Au; v)= a(u; v) for all u; v∈V

Denote by | · | the Euclidean norm on RN , while the duality pairing between V ∗ and V (resp.,
between (RN )∗ and RN ) will be denoted by 〈· ; ·〉V (resp., 〈· ; ·〉). For r¿0, let Sr denote the
sphere of radius r in V centred at the origin, i.e.

Sr = {u∈V ; ‖u‖= r}

Let j : �×RN →R be a Carath�eodory function which is locally Lipschitz with respect to the
second variable and such that j(· ; 0)∈L1(�). Thus, we can de�ne the generalized directional
derivative in the sense of Clarke (see Reference [7]):

j0(x; �; �)= lim sup
(h; �)→ (0;0+)

j(x; �+ h+ ��)− j(x; �+ h)
�

for �; �∈RN

and the Clarke generalized gradient

@yj(x; y)= {w∈(RN )∗; 〈w; �〉6j0(x; y; �); ∀�∈RN}; (x; y)∈�×RN

Let G be a �nite subgroup of the group of linear isometries of V . Assume further that the
following conditions are satis�ed:

(A1) a and j are G-invariant in the sense that

a(gu; gv)= a(u; v) ∀u; v∈V; ∀g∈G

and

j(x; (gu)(x))= j(x; u(x)) ∀u∈V; ∀g∈G and for a.e. x∈�

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814



MULTIPLICITY OF SOLUTIONS 803

(A2) there exist a1∈Lp=(p−1)(�) and b∈R+ such that
|w|6a1(x) + b|y|p−1 for a.e. (x; y)∈�×RN and all w∈@yj(x; y)

and there exists v∈Lp(�;RN ) with ∫
� j

0(x; 0; v(x)) dx¡0

Consider � :V →V ∗ the duality isomorphism

〈�u; v〉V =(u; v) for all u; v∈V
Suppose also that the following assumption holds:

(A3) For every sequence (un)⊂V with ‖un‖= r, for every number �∈[−r2‖A‖; r2‖A‖] and
for every measurable map w : �→ (RN )∗ such that un→ u strongly in Lp(�;RN ) for
some u∈V\{0}, w(x)∈@yj(x; u(x)) for a.e. x∈� and a(un; un)→ � one has

inf
‖�‖=1

{a(�; �)} − r−2
(
�+

∫
�
〈w(x); u(x)〉 dx

)
¿0

Consider the following eigenvalue problem:

(P1)




(u; �)∈V ×R

a(u; v) +
∫
�
j0(x; u(x); v(x)) dx¿�(u; v) for all v∈V

‖u‖= r
Under Assumptions (A1)–(A3), Goeleven, Motreanu and Panagiotopoulos proved in Reference
[13], Theorem 5.1 that this problem admits in�nitely many distinct pairs (Gun; �n)n¿1⊂Sr ×R
such that �= �n and every u∈Gun solves (P1).
We remark that in Reference [13] it was assumed a1 = const: in (A2), so the statement

therein is formulated under a slightly less general hypothesis. We observe that in order to
show that the arguments of Reference [13] hold in our case, it is su	cient to verify that the
energy functional

F(u)= 1
2 a(u; u) + J (u); u∈V (1)

is bounded from below on Sr , where the locally Lipschitz function J :Lp(�;RN )→R is de�ned
by

J (u)=
∫
�
j(x; u(x)) dx; u∈Lp(�;RN )

Indeed, using Lebourg’s mean value theorem for locally Lipschitz functions (see Reference
[7, p. 41]) we obtain

|j(x; y)|6 |j(x; 0)|+ |j(x; y)− j(x; 0)|

6 |j(x; 0)|+ sup{|w|;w∈@yj(x; Y ); Y∈[0; y]}·|y|

6 |j(x; 0)|+ a1(x)|y|+ b|y|p (2)

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814
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Therefore,

|J (u)|6‖j(· ; 0)‖L1 + ‖a1‖Lp=(p−1)‖u‖Lp + b‖u‖pLp (3)

The continuity of the imbedding V ⊂Lp(�;RN ) ensures the existence of a positive constant
Cp(�) such that

‖u‖Lp6Cp(�)‖u‖V for all u∈V
From (1) and (3) it follows that

F|Sr (u)¿− 1
2 ‖A‖r2 − ‖j(· ; 0)‖L1 − Cp(�)r‖a1‖Lp=(p−1) − bCpp (�)rp; u∈Sr

From now on the proof follows in the same way as in Reference [13].
Let us now consider the following non-symmetric perturbed hemivariational inequality:

(P2)




(u; �)∈V ×R

a(u; v) +
∫
�
(j0(x; u(x); v(x)) + h0(x; u(x); v(x))) dx + 〈’; v〉V¿�(u; v); ∀v∈V

‖u‖= r
where ’∈V ∗ and h : �×RN →R is a Carath�eodory function which is locally Lipschitz with
respect to the second variable and such that h(· ; 0)∈L1(�). We do not make any symmetry
assumption on h, but we require only the natural growth condition

(A4) |z|6a2(x) + c|y|p−1, for a.e. (x; y)∈�×RN and for all z∈@yh(x; y) where a2 ∈
Lp=(p−1)(�) and c¿0, and if ’∈Lp=(p−1)(�;RN ) there exists v∈Lp(�;RN ) with∫
�(’(x)v(x) + j

0(x; 0; v(x)) + h0(x; 0; v(x))) dx¡0:
The corresponding variant of the compactness condition (A3) is

(A5) For every sequence (un)⊂V with ‖un‖= r, for every number �∈[−r2‖A‖; r2‖A‖], and
for every measurable maps z; w : �→ (RN )∗ such that un→ u strongly in Lp(�;RN ) for
some u∈V\{0}, w(x)∈@yj(x; u(x)), z(x)∈@yh(x; u(x)) for a.e. x∈� and a(un; un)→ �
one has

inf
‖�‖=1

{a(�; �)} − r−2
(
�+ 〈’; u〉V +

∫
�
〈w(x) + z(x); u(x)〉 dx

)
¿0 (4)

The present paper deals with the study of (possibly non-symmetric) perturbed hemi-
variational inequality (P2). For di�erent perturbation results and their applications we refer
to [14–18]. Our main result asserts that the number of solutions of (P2) goes to in�nity as
the perturbation becomes smaller and smaller.

Theorem 1
Suppose that assumptions (A1)–(A5) hold. Then, for every n¿1, there exists �n¿0 such that
problem (P2) admits at least n distinct solutions, provided that ‖h(· ; 0)‖L16�n, ‖a2‖Lp=(p−1)6�n,
c6�n and ‖’‖V∗6�n.

The rest of the paper is organized as follows. Section 2 deals with some auxiliary results.
Section 3 is devoted to a topological approach in non-smooth critical point theory lead-
ing to the basic properties stated in Propositions 1 and 2. Section 4 contains the proof of
Proposition 2. In Section 5 the proof of our main result given in Theorem 1 is presented.
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2. AUXILIARY RESULTS

We de�ne the energy functional W :V →R associated to the hemivariational problem (P2) by

W (u)= 1
2 a(u; u) + J (u) +H (u) + 〈’; u〉V u∈V

where H (u)=
∫
� h(x; u(x)) dx. We �rst prove that W can be viewed as a small perturbation of

the functional F in (1) whenever the data h and ’ are su	ciently small in a suitable sense.

Lemma 1
For every number �¿0, there exists ��¿0 such that

sup
u∈Sr

|F(u)−W (u)|¡�

provided ‖h(· ; 0)‖L16��, ‖a2‖Lp=(p−1)6��, c6�� and ‖’‖V∗6��.

Proof
Proceeding in the same manner as we did for proving (2) we obtain

|h(x; y)|6|h(x; 0)|+ a2(x)|y|+ c|y|p

Thus, for all u∈Sr we have

|F(u)−W (u)|6 |H (u)|+ |〈’; u〉V |6|H (u)|+ r‖’‖V∗

6‖h(· ; 0)‖L1 + ‖a2‖Lp=(p−1)Cp(�)r + cCpp (�)r
p + r‖’‖V∗¡�

for small h(· ; 0), a2, c and ’.
Our next result shows that W|Sr satis�es the Palais–Smale condition in the sense of Chang

[19].

Lemma 2
The functional W satis�es the Palais–Smale condition (in short, (PS) condition) on Sr .

Proof
Let (un) be a sequence in Sr such that

sup
n

|W (un)|¡∞ (5)

and

�W|Sr (un)→ 0 as n→∞ (6)

where �W|Sr (u)=min{‖�‖; �∈@(W|Sr)(u)}. The functional �W|Sr is well de�ned and lower semi-
continuous (see Reference [19]). The expression of the generalized gradient of W on Sr is
given by

@(W|Sr) (u)= {�− r−2〈�; u〉V�u; �∈@W (u)} (7)
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(see Reference [19]). Notice that (5) is automatically ful�lled due to the growth conditions
in (A2) and (A4). From (6) and (7) we deduce the existence of a sequence (�n)⊂V ∗ such
that

�n∈@W (un) (8)

and

�n − r−2〈�n; un〉V�un→ 0 strongly in V ∗ (9)

For every u∈V , the generalized gradient @W (u)⊂V ∗ satis�es

@W (u)⊂�Au+ @(J|V ) (u) + @(H|V ) (u) + ’ (10)

From (8)–(10) it follows that there exist

wn∈@(J|V ) (un) and zn∈@(H|V ) (un)

such that

�Aun + wn + zn + ’− r−2〈�Aun + wn + zn + ’; un〉V�un→ 0 strongly in V ∗ (11)

The density of V in Lp(�;RN ) implies (see Reference [19, Theorem 2.2])

@(J|V ) (u)⊂@J (u) and @(H|V ) (u)⊂@H (u); u∈V (12)

Hence, from (12), one sees that

wn∈@J (un) and zn∈@H (un) (13)

Since V is a re�exive space and ‖un‖= r, we can extract a subsequence, denoted again by
(un), such that

un*u weakly in V as n→∞ (14)

The compactness of the imbedding V ⊂Lp(�;RN ) implies that, up to a subsequence,
un→ u strongly in Lp(�;RN ) as n→∞ (15)

Using (13), (15) and the fact that the functionals J and H are locally Lipschitz on Lp(�;RN )
we deduce that the sequences (wn) and (zn) are bounded in Lp=(p−1)(�;RN ). Thus, passing
eventually to subsequences, we have

wn *w weakly in Lp=(p−1)(�;RN ) as n→∞ (16)

zn * z weakly in Lp=(p−1)(�;RN ) as n→∞ (17)

Since the imbedding Lp=(p−1)(�;RN )⊂V ∗ is compact, relations (16) and (17) imply (up to
subsequences)

wn→w strongly in V ∗ as n→∞ (18)

zn→ z strongly in V ∗ as n→∞ (19)

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814
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Combining (14), (18) and (19) we obtain that

〈wn + zn; un〉V →〈w + z; u〉V as n→∞ (20)

By virtue of the boundedness of the sequence (un) in V and the continuity of the bilinear
form a we may suppose that, along a subsequence, we have

a(un; un)→ � as n→∞ for some �∈[−r2‖A‖; r2‖A‖]
Taking into account (18)–(20) we see that (11) implies that

Aun − r−2(�+ 〈’; u〉V + 〈w + z; u〉V )un converges strongly in V as n→∞ (21)

Using (13), (15)–(17) and the fact that the Clarke’s generalized gradient is a weak∗-closed
multifunction (see Reference [7, Proposition 2.1.5]) we deduce

w∈@J (v) (22)

z∈@H (u) (23)

Our hypotheses (A2) and (A4) allow to apply Theorem 2.7.5 in Reference [7], and from
relations (22) and (23) we get the existence of two measurable mappings w; z : �→ (RN )∗
such that

w(x)∈@yj(x; u(x)) for a.e. x∈� (24)

z(x)∈@yh(x; u(x)) for a.e. x∈� (25)

〈w; u〉V = 〈w; u〉Lp(�;RN ) =
∫
�
〈w(x); u(x)〉 dx (26)

〈z; u〉V = 〈z; u〉Lp(�;RN ) =
∫
�
〈z(x); u(x)〉 dx (27)

Remark that, due to the �rst part of (A2), (24) and u∈Lp(�;RN ), we have that 〈w(·); u(·)〉 ∈
L1(�;R) since

∫
�
|〈w(x); u(x)〉| dx6

∫
�
(a1(x) + b|u(x)|p−1)|u(x)| dx6‖a1‖Lp=(p−1)‖u‖Lp + b‖u‖pLp

In the same way, using the �rst part of (A4), (25) and u∈Lp(�;RN ), we obtain that 〈z(·); u(·)〉
∈L1(�;R). Replacing (26) and (27) in (21) one gets that

Aun − r−2
(
�+ 〈’; u〉V +

∫
�
〈w(x) + z(x); u(x)〉 dx

)
un converges in V as n→∞ (28)

with w and z satisfying (24) and (25), respectively.
We note that u 	=0. Indeed, if u=0, then (11) yields that wn + zn *−’ weakly in

Lp=(p−1)(�;RN ). Hence −’∈@J (0) + @H (0) which contradicts the �nal part of assumption

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814
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(A4). Consequently, in view of (15), (24), (25), we are in a position to use assumption (A5)
and therefore inequality (4) is valid. For all n; k we have

(
inf

‖�‖=1
{a(�; �)} − r−2

(
�+ 〈’; u〉V +

∫
�
〈(w + z)(x); u(x)〉 dx

))
‖un − uk‖2

6a(un − uk ; un − uk)− r−2
((
�+ 〈’; u〉V +

∫
�
〈(w + z) (x); u(x)〉 dx

)
(un − uk); un − uk

)

=
(
A(un − uk)− r−2

(
�+ 〈’; u〉V +

∫
�
〈(w + z) (x); u(x)〉 dx

)
(un − uk); un − uk

)

6
∥∥∥∥A(un − uk)− r−2

(
�+ 〈’; u〉V +

∫
�
〈(w + z) (x); u(x)〉 dx

)
(un − uk)

∥∥∥∥ ‖un − uk‖

The convergence in (28), the above estimate and (4) show that (un) contains a Cauchy sub-
sequence in V . Hence (un) converges strongly along a subsequence in V to u. This completes
the proof of lemma.

The next result shows that W plays indeed the role of energy functional for the perturbed
problem (P2).

Lemma 3
If u∈Sr is a critical point of W|Sr then there exists �∈R such that (u; �) is a solution of
problem (P2).

Proof
Since 0∈@(W|Sr)(u) it follows from (7), (10), (12) that there exist

w∈@(J|V ) (u)⊂@J (u) and z∈@(H|V ) (u)⊂@H (u) (29)

such that u is a solution of

�Au+ w + z + ’= r−2〈�Au+ w + z + ’; u〉V�u (30)

By Theorem 2.7.3 in Reference [7] we have that for every u∈Lp(�;RN ),

@J (u)⊂
∫
�
@yj(x; u(x)) dx and @H (u)⊂

∫
�
@yh(x; u(x)) dx

Thus, by (29), the mappings w; z : �→ (RN )∗ satisfy

w(x)∈@yj(x; u(x)) for a.e. x∈� (31)

z(x)∈@yh(x; u(x)) for a.e. x∈� (32)
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and, for all u∈V ,

〈w; v〉V =
∫
�
〈w(x); v(x)〉 dx (33)

〈z; v〉V =
∫
�
〈z(x); v(x)〉 dx (34)

Let us take

�= r−2
(
〈�Au+ ’; u〉V +

∫
�
〈w(x) + z(x); u(x)〉 dx

)
(35)

From (30) to (35) it follows that, for every v∈V ,

�(u; v)− a(u; v)− 〈’; v〉V =
∫
�
〈w(x) + z(x); v(x)〉 dx

6
∫
�
max{〈	1; v(x)〉;	1∈@yj(x; u(x))} dx

+
∫
�
max{〈	2; v(x)〉;	2∈@yh(x; u(x))} dx

=
∫
�
j0(x; u(x); v(x)) dx +

∫
�
h0(x; u(x); v(x)) dx

In order to write the last equality we have used Proposition 2.1.2 in Reference [7]. The proof
of lemma is complete.

3. TRIVIAL PAIRS AND ESSENTIAL VALUES

Throughout this section, X denotes a metric space, A is a subset of X and i stands for the
inclusion map of A into X . For the topological notions mentioned here we refer to References
[16,20,21].

De�nition 1
A map r :X →A is said to be a retraction if it is continuous and r|A= idA.

De�nition 2
A retraction r is called a strong deformation retraction provided that there exists a homotopy

 :X × [0; 1]→X of i ◦ r and idX which satis�es 
(x; t)= 
(x; 0) for all (x; t)∈A× [0; 1].
De�nition 3
The metric space X is said to be weakly locally contractible if for every u∈X there exists a
neighbourhood U of u contractible in X .
Given a continuous function f :X →R, for every a∈R we denote

fa= {u∈X : f(u)6a}

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814
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De�nition 4
Let a; b∈R with a6b. The pair (fb; fa) is said to be trivial provided that, for all neighbour-
hoods [a′; a′′] of a and [b′; b′′] of b, there exist closed sets A and B such that fa

′ ⊆A⊆fa′′ ,
fb

′ ⊆B⊆fb′′ and there is a strong deformation retraction of B onto A.
De�nition 5
A real number c is called an essential value of f if for every �¿0 there exist a; b∈(c−�; c+�)
with a¡b such that the pair (fb; fa) is not trivial.

The following property of essential values is due to Degiovanni–Lancelotti (see Reference
[16, Theorem 2.6]).

Proposition 1
Let c be an essential value of f. Then for every �¿0 there exists �¿0 such that each
continuous function g :X →R with

sup{|g(u)− f(u)|: u∈X }¡�
admits an essential value in (c − �; c+ �).
We turn now to the use of the notions above in the setting of problem (P1). For every

n¿1, we introduce

An= {A⊂Sr: A is compact and cat�(S�) �(A)¿n}
where � :V →V=G is the canonical projection and catY A is the smallest k∈N∪{+∞} such
that A can be covered by k closed and contractible sets in Y (see Reference [13]). Goeleven,
Motreanu and Panagiotopoulos proved in Reference [13] that the corresponding min–max
values of F in (1) over An

cn= inf
A∈An

max
u∈A

F(u); n¿1

are critical values of F|Sr .
The result below is useful in proving Theorem 1.

Proposition 2
Under assumptions (A1)–(A3) there exists an increasing sequence (bn) of essential values of
F|Sr converging to supj¿1 cj.

The proof of Proposition 2 is inspired from an argument in Degiovanni–Lancelotti [16] and
some constructions in Rabinowitz [18] and will be given in the next section.

4. PROOF OF PROPOSITION 2

In order to prove Proposition 2 we follow the steps:

(a) c1 = infu∈Sr F(u);
(b) cn¡
c := supj¿1 cj, ∀n¿1, and cn→ 
c as n→+∞;

Copyright ? 2003 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2003; 26:801–814
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(c) there exists the sequence (bn) as required in the statement of Proposition 2.

(a) We have that

c1 = inf
A∈A1

max
u∈A

F(u)

where A1 = {A⊂Sr |A compact and cat�(Sr)�(A)¿1}, with � : Sr→ Sr=G, �(x)=Gx. Consider
any x∈Sr and let A0 := {x} which is a compact set. Since Sr is weakly locally contractible,
there exists a neighbourhood Ux of x (in Sr) contractible in Sr . We denote Tx :=

⋃
g∈G gUx=

�(Ux). The contractibility of Ux implies that there exists a homotopy Hx : 
Ux × [0; 1]→ Sr and
a point zx∈Sr such that Hx(y; 0)=y and Hx(y; 1)= zx for all y∈ 
Ux. We can also suppose
that � is a homeomorphism on 
Ux. Let us de�ne Kx : 
Tx × [0; 1]→�(Sr) by Kx(y; t)=� ◦
Hx(�−1(y); t). We have that

Kx(y; 0)= (� ◦�−1)(y)=y and Kx(y; 1)=�(zx) ∀y∈ 
Tx=�( 
Ux)
Therefore, 
Tx is contractible in �(Sr) and cat�(Sr)�(A0)=1. This is a consequence of the fact
that �( 
Ux) is a closed and contractible subset of �(Sr) which contains �(A0). We obtain that

c1 = inf
A∈A1

max
u∈A

F(u)6max
u∈A0

F(u)=F(x)

and therefore c16inf u∈Sr F(u). The converse inequality is obvious.
(b) Since A1⊇A2⊇· · ·⊇An⊇· · · it follows that c16c26· · ·6cn6· · · : Taking into account

that cn6supu∈Sr F(u) for all n and that F is bounded on Sr (cf. (A2)), we deduce that the
sequence (cn) converges to 
c. This establishes the second part of assertion (b).
For proving the �rst part of property (b) we argue by contradiction. Let us admit that there

is some j with cj= 
c. By the monotonicity of the sequence (cn), one has necessarily that
cn= 
c for all n¿j. As shown in the proof of Theorem 3.7 in Reference [13] we have that
c := cj= cj+i= · · ·= cj+p yields cat�(Sr) �(Kc)¿p+ 1 for every p, where Kc stands for the set
of critical points of F|Sr at level c. This ensures that cat�(Sr) �(K 
c)=+∞. Since F satis�es
the (PS) condition (see Reference [13]), the set K 
c is compact, which in turn implies that
cat�(Sr) �(K 
c)¡+∞. The obtained contradiction proves the claim, so the �rst part of assertion
(b) is justi�ed.
(c) Proceeding inductively, �rst we construct the essential value b1. Let us assume by

contradiction that there are no essential values in the open interval (c1; 
c). By Theorem 2.5 in
Reference [16] the pair (F 
c; Fc1) is trivial. Choose �′; �′′∈R and the least positive integer m
such that �′¡c1¡�′′¡cm. This is possible because property (b) holds. Then we �x �′; �′′∈R
such that cm¡�′¡
c¡�′′. Since the pair (F 
c; Fc1) is trivial, we can �nd two closed subsets
A; B of Sr and a strong deformation retraction r :B→A such that A⊆F�′′ , F�′ ⊆B and, with
a homotopy � :B× [0; 1]→B,

�(x; 0) = x ∀x∈B

�(x; 1) = r(x) ∀x∈B

�(x; 0) = �(x; t) ∀(x; t)∈A× [0; 1]
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The inequality cm¡�′ ensures that there exists C∈Am such that C⊆F�′ , while the inequal-
ity cm¿�′′ enables us to deduce that for every set D∈Am there is a point u∈D satisfying
�′′¡F(u).
The inclusions C⊆F�′ ⊆B insure that �(C; 1)⊆�(B; 1)= r(B)=A⊆F�′′ . We show that

�(C; 1)∈Am. To this end we observe that for the set C one can �nd a subset 
C⊆C such that
�(C̃)=�(C) and � is a homeomorphism on C̃. We note that a homotopy �̃ :�(C̃)× [0; 1]→
�(Sr) can be de�ned by the relation �̃(�(x); t)=�(�(x; t)), ∀x∈C̃, ∀t∈[0; 1]. Using Proposition
2.3 in Reference [13] we derive that

cat�(Sr)�(�(C; 1))¿cat�(Sr)�(�(C̃; 1))= cat�(Sr)�̃(�(C̃); 1)

¿cat�(Sr)�(C̃)= cat�(Sr)�(C)¿m

which expresses that �(C; 1)∈Am. This leads to a contradiction between �(C; 1)⊆F�′′ and the
property of D= �(C; 1) to contain a point u∈D with �′′¡F(u). The achieved contradiction
allows to conclude that there exists an essential value b1 of F|Sr satisfying c1¡b1¡
c.
Suppose now inductively that there exist essential values b1; : : : ; bn−1∈R with b1¡· · ·¡bn−1

¡
c. Assertion (b) guarantees the existence of some cp, with p depending on n, which satis�es
bn−1¡cp¡
c. Repeating the reasoning used for constructing b1, with c1 replaced by cp, we �nd
an essential value bn belonging to the open interval (cp; 
c). This completes the inductive
process. In view of property (b) one obtains that the sequence (bn) converges to 
c. The proof
of Proposition 2 is thus complete.

5. PROOF OF THEOREM 1

Fix any n¿1. To prove Theorem 1 we see from Lemmas 1 and 3 that it is su	cient to establish
the existence of some �n¿0 such that the functional W|Sr has at least n distinct critical values,
provided that ‖h(· ; 0)‖L16�n, ‖a2‖Lp=(p−1)6�n, c6�n and ‖’‖V∗6�n. By Proposition 2 we can
�nd an increasing sequence (bk) of essential values of F|Sr which converges to 
c=sup ck . Let
�0¿0 be chosen such that �0¡1

2 min26i6n (bi − bi−1). Applying Proposition 1 to F|Sr and W|Sr ,
for every 16j6n, there exists �j¿0 such that if

sup
u∈Sr

|F(u)−W (u)|¡�j

there exists an essential value ej of W|Sr in (bj − �0; bj + �0). Then, from Lemma 1 for
�=min{�1; : : : ; �n}, we get the existence of some �n¿0 such that

sup
u∈Sr

|F(u)−W (u)|¡�

provided that ‖h(· ; 0)‖L16�n, ‖a2‖Lp=(p−1)6�n, c6�n and ‖’‖V∗6�n. Therefore in this situation,
the functional W|Sr has at least n distinct essential values e1; e2; : : : ; en in (b1 − �0; bn + �0).
For completing the proof of Theorem 1 it su	ces to show that e1; e2; : : : ; en are critical

values of W|Sr . Assuming the contrary, there exists some j∈{1; 2; : : : ; n} such that ej is not a
critical value of W|Sr . In what follows we are going to prove that this fact implies

(A) There exists 
�¿0 so that W|Sr has no critical values in (ej − 
�; ej + 
�);
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(B) For every a; b∈(ej − 
�; ej + 
�) with a¡b, the pair ((W|Sr)
b; (W|Sr)

a) is trivial.

Suppose that (A) is not valid. Then we get the existence of a sequence (dk) of critical values
of W|Sr with dk → ej as k→∞. Since dk is a critical value it follows that there exists uk ∈Sr
such that

W (uk)=dk and �W|Sr (uk)=0

Using the fact that (PS) holds (see Lemma 2) we can suppose that, up to a subsequence,
(uk) converges to some u∈Sr as k→∞. Taking into account the continuity of W and the
lower semicontinuity of �W|Sr we obtain

W (u)= ej and �W|Sr (u)=0

which contradicts the assumption that ej is not a critical value.
To get (B), we notice that on the basis of (A) we can apply the non-critical interval

theorem (see Reference [20, Theorem 2.15]) on every interval [a; b] as described in (B). It
implies that there exists a continuous map 
 : Sr × [0; 1]→ Sr such that


(u; 0) = u; W (
(u; t))6W (u) ∀(u; t)∈Sr × [0; 1]
(36)

W (u)6b⇒W (
(u; 1))6a; W (u)6a⇒ 
(u; t)= u

De�ne the map � : (W|Sr)
b→ (W|Sr)

a by p(u)= 
(u; 1). From (36) we have that � is well
de�ned and it is a retraction. Set

H : (W|Sr)
b× [0; 1]→ (W|Sr)

b; H(u; t)= 
(u; t)

Again from (36) we see that, for every u∈(W|Sr)
b,

H(u; 0)= u; H(u; 1)=�(u) (37)

and for each (u; t)∈(W|Sr)
a× [0; 1],

H(u; t)= u (38)

From (37) and (38) it follows that the pair ((W|Sr)
b; (W|Sr)

a) is trivial.
Combining assertions (A), (B) and De�nition 5 it is seen that ej is not an essential value

of W|Sr . The achieved contradiction completes the proof.
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